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The reduction of medical errors has been a driving force 
behind many healthcare administrators’ and researchers’ 
efforts to implement healthcare information systems 

(HIS) (e.g., electronic health record systems, computerized 
physician order entry [CPOE]) and other health technologies 
in Canada and worldwide. Along these lines, in the 1990s a 
number of influential published papers demonstrated that the 
ability of HIS to reduce medical errors can be significant (Bates 
et al. 1999). 

More recently, research has emerged clearly showing that 
poorly designed, implemented, customized and operated HIS 
have the potential to cause or facilitate new types of errors, 
often referred to as technology-induced errors, technology-facili-
tated errors or unintended consequences (Ash et al. 2007; Borycki 
and Kushniruk 2008; Koppel et al. 2005; Kushniruk et al. 
2005). For example, Koppel et al. (2005) were able to observe 
and identify real-world clinical situations that may lead to 
technology-facilitated errors involving HIS and devices. Thus, 
it is important to be able to understand both the intended and 
unintended impacts of HIS. Although much of this research has 
demonstrated that technology-induced errors are a concern that 
warrants significant attention and caution when implementing 
such systems in healthcare organizations (Joint Commission 
2008), most of this research has involved the use of methodolo-
gies (i.e., observational research, interviews, ethnography) that 
allow for the unintended consequences of technology use to be 
identified only after the technology has been implemented in 
a real-world setting (e.g., Ash et al. 2007; Koppel et al. 2005). 
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Abstract
Research has indicated that health information technology 
has the potential to reduce medical error and the chances 
of an adverse event occurring. However, research has 
indicated that poorly designed systems may inadvertently 
lead to error (technology-induced error). In this paper, we 
describe our most recent work in developing a new frame-
work for the integration of multiple forms of simulation to 
ensure that systems are safe by predicting and preventing 
technology-induced error in healthcare. The approach 
taken involves the integration of “clinical simulations” 
with computer-based simulations. In a case study, the 
combination of clinical simulations (i.e., involving video 
analysis of health professionals interacting with compu-
terized physician order entry) and the use of computer 
modelling and simulation tools is described. In our work, 
we first employ clinical simulation to obtain baseline error 
rates. Next, we input data from the clinical simulations 
into a computer-based simulation and modelling tool to 
assess the impact of specific aspects of system and inter-
face design upon error rates. The practical implications of 
combining the advantages of clinical simulation with “in 
the box” computer-based simulation to predict the impact 
of healthcare information systems (HIS) are discussed. 
Implications of this work for healthcare institutions and 
policy decision-making are explored.
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Furthermore, some researchers have suggested that using quali-
tative approaches such as the ones outlined above to study 
technology-induced errors may lead to subject or researcher 
recall bias as well as researcher interpretation bias (Ericsson and 
Simon 1993; Miles and Huberman 1994). 

Recently, other researchers have advocated the use of predic-
tive approaches (i.e., clinical simulations applied to technology 
evaluation) that identify the unintended consequences of a 
technology prior to its implementation (i.e., during the software 
development life cycle and prior to the technology’s imple-
mentation in a given organizational setting), when the costs 
associated with making changes to a technology are lower for 
the organization (Patton 2001). For example, Kushniruk and 
colleagues (2005, 2006) have demonstrated that clinical simula-
tion can be used to show that the design and function of user 
interface features may lead to the entry of incorrect information, 
and that cumbersome workflows may lead to workarounds that 
can facilitate error (Kushniruk et al. 2005). These researchers 
have demonstrated the utility of clinical simulation in identi-
fying potential intended and unintended consequences of using 
a HIS or device prior to its deployment in a real-world environ-
ment (Borycki et al. 2006; Kushniruk et al. 2005, 2006). A 
limitation of this approach is that it may not provide sufficient 
information to healthcare decision-makers (i.e., chief informa-
tion officers, chief medical information officers and directors of 
clinical informatics) about the departmental- or organizational-
level implications of these unintended consequences. 

The purpose of this paper is to describe a new approach that 
links clinical simulations with computer-based simulations. 
This approach can be used to provide healthcare decision-
makers with information about the departmental and organi-
zational implications of unintended consequences associated 
with technology use over time. Such information can be used in 
making decisions about changes or customizations to a systems’ 
interface design or workflows emerging from HIS use prior to its 
implementation in an organization. These data can also inform 
organizational training and optimization plans once the HIS 
has been implemented, thereby preventing unintended conse-
quences arising from individuals using the system in ways that 
were not intended by the system’s designers (Orlikowski 1992).

Simulations can be seen as a critical element in risk manage-
ment involving HIS. Risk management involves several steps:  
(1) identifying the risks and assessing of their severity and 
frequency, (2) classifying the risks as manageable or non-manage-
able, (3) controlling the risks and (4) monitoring the effect of the 
controls (Schmuland 2005). Currently, risk management does 
not have widespread use in HIS except in the design of medical 
device software (for an example, see Jones et al. 2002). The risk 
management process can occur in the design phase (see Alexander 
2003; Boehm and Turner 2003; Jones et al. 2002). In the risk 
management context, computer simulation (i.e., clinical and 

computer-based) can be seen as a risk control measure to reduce 
adverse events in healthcare and any subsequent claims against the 
organization. Computer simulation also introduces its own risks 
that would need to be examined in a risk management process.

Emergence of Technology-Induced Errors  
in Healthcare
Technology-induced errors arising from the use of HIS and 
devices is not a new phenomenon. Some of the earliest reports 
of such errors include those arising from the design of software 
and devices, software programming, and interactions between 
software, devices and their human operators (Borycki and 
Kushniruk 2008; Joint Commission 2008; Leveson 1995).  
Historically, the occurrence of these types of device and software 
errors was rare in the healthcare domain for a number of reasons, 
the most significant being the relatively low use of technology 
by healthcare professionals compared with other industries (e.g., 
business and manufacturing). With the advent of the 1980s, 
healthcare saw a significant (if not exponential) rise in HIS and 
device use (e.g., medication administration systems, bar-code 
scanners, computer workstations and handheld computers) 
(Shortliffe and Cimino 2006). 

In the past 30 years, improvements in computing speed and 
power and the maturing of most HIS software (from simple 
programs that allow for some text-based entry of clinical data to 
the development of software and devices that provide advanced 
decision support functions) have increased HIS complexity and, 
at the same time, introduced new opportunities for technology-
induced errors (Borycki and Kushniruk 2008; Koppel et al. 
2005; Musen et al. 2006). These developments have resulted in 
increased reports of such errors and calls for caution and planning 
when implementing these systems (Joint Commission 2008).

Technological Maturation and Information  
Systems Safety
Information systems support workers in many differing indus-
tries, such as healthcare, aviation, business and nuclear power. 
According to the general computer science and informa-
tion technology literature, information systems are iteratively 
improved upon or refined over time to obtain a better fit for 
the system’s human operators, the tasks they perform and the 
organizations where work is done (Preece et al. 1994). Therefore, 
software and device companies are continually improving and 
refining their products. Technological maturation involves both 

Computer-based simulations are used 
to assess the potential impact of proposed 
organizational changes upon institutional 
outcomes, especially in cases where there 
are ethical or economic considerations.
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refining information systems and technologies and reducing the 
likelihood of technology-induced errors occurring. 

Technological maturation at an industry level often involves 
the development of industry-specific procedures and methods 
for testing information systems. For example, in the aviation 
industry, cockpit simulators were developed to test new aircraft 
software – such testing helps to determine the safety of the 
software prior to its use in general commercial air travel. In 
addition, when software failures occur (e.g., aircraft malfunc-
tion is caused by software during simulated flight), the causes of 
the malfunction are identified and addressed to prevent future 
failures. This often results in further refining of the software 
prior to its continued use. 

Technological Maturation in Healthcare
HIS are undergoing similar maturational processes. Researchers 
are developing software-testing methodologies to ensure a good 
fit for the healthcare “industry” (Borycki et al. 2009) and to 
determine software safety. Researchers have demonstrated that 
technology-induced errors can be documented and observed in 
situ in a clinical setting (Ash et al. 2007; Koppel et al. 2005). 
Methodologies such as ethnography, observational research and 
qualitative interviews have been used to successfully document 
the occurrence of technology-induced errors in clinical settings 
(Ash et al. 2007; Koppel et al. 2005). However, many of these 
methodologies are used after a technology has been implemented. 
As a result, technology-induced errors are identified only after 
significant expenditures have been made by the healthcare 
organizations to select a system, redesign organizational work 
processes, customize a system and implement it (Borycki and 
Kushniruk 2008). As well, healthcare providers are already using 
these systems in real-world settings when the error-facilitating 
aspects are identified and safety issues are raised.

According to the software engineering literature, it is more 
costly to redesign and re-implement a technology after it has 
been implemented in an organizational setting (Patton 2001). 
This literature suggests that every effort should be made to 
identify possible technology-induced errors during software 
design and development to eliminate or reduce the costs of 
unintended consequences and the costs associated with HIS and 
device redesign, redevelopment, re-implementation, training 
and optimization (Patton 2001).

Industry-Specific Approaches to Identifying 
Technology-Induced Errors prior to  
HIS Implementation
In an effort to address this need for early detection of errors, 
researchers are attempting to develop methods that can be used 
to test software safety early in the HIS design and development 
process. Two methods, clinical simulation and computer-based 
simulation, are discussed below.

Clinical Simulation
One methodological approach that has demonstrated its value in 
providing information about HIS safety prior to systems imple-
mentation is clinical simulation. Clinical simulations in health 
informatics involve individuals (e.g., physicians, nurses, other 
health professionals and actors playing patients) interacting with 
HIS and devices in laboratory settings (e.g., a vacant hospital 
room), carrying out representative, realistic clinical tasks in 
response to scenarios typical of those found in real-world settings 
(e.g., hospitals and clinics) (Borycki et al. 2009). Clinical simula-
tions involve video and audio recordings of the actions of health 
professionals as well as screen recordings of their interactions 
with a HIS and devices (Kushniruk et al. 2006).

Our initial work in the area of clinical simulations as applied 
to HIS identified a relationship between HIS attributes (i.e., 
interface design features and functions) and specific types of 
technology-induced errors. We were able to use our method-
ology to identify and predict potential technology-induced errors 
prior to systems implementation. We were also able to identify 
the probability with which a specific interface’s attributes were 
associated with a technology-induced error (Kushniruk et al. 
2005). Typically, this simulation involved video recording of 
subjects (e.g., physicians or nurses) interacting with HIS (e.g., 
electronic health records) as they carried out tasks such as 
reviewing patient data (Figure 1). The data collected included 
rich video and audio data that could be analyzed to identify 
specific sources of error (as described in Kushniruk et al. 2005). 
Such potential sources of error could then be corrected prior to 
the widespread release of the HIS in healthcare organizations.

We have also used clinical simulations to evaluate the impact 
of new HIS and devices upon health professionals’ workflow. 
We were able to observe the impact of interactions between 

Figure 1. Video recording of a subject interacting with 
health information systems during a clinical simulation
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healthcare workers, HIS and devices (e.g., a bar-code scanners, 
medication carts and computer workstations). Unintended 
consequences of these implementations (i.e., workarounds) 
were observed, and feedback was provided to systems designers 
and implementers that was used to refine the technology and 
develop training for health professional users (see Kushniruk et 
al. 2006).

Extending Clinical Simulations to Computer-Based 
Simulations
Many healthcare administrators use computer-based simula-
tions to provide decision support. Computer-based simulations 
are used by organizational decision-makers to assess the poten-
tial impact of proposed organizational changes upon institu-
tional outcomes, especially in cases where there are ethical or 
economic considerations that may arise from the organizational 
change (Anderson 2005; Sobolev et al. 2008). 

“Computer simulation provides an alternative method 
to quantifying the effects of proposed changes in healthcare 
delivery” (Sobolev et al. 2008: 128). For example, it has been 
used by the US and Canadian governments to simulate the 
spread of a communicable disease across a region and evaluate 
the impact of targeted interventions (e.g., vaccinations) upon 
the spread of that disease (e.g., Vardavas et al. 2007). Knowledge 
arising from the use of computer-based simulation has been 
used to develop pandemic preparedness plans by local, provin-
cial and national governments. Sobolev et al. (2008) used a 
computer-based simulation to examine the impact of two 
differing methods of booking elective surgeries – pre-booking 
and booking from wait lists – upon the likelihood of a patient 
receiving a procedure based on priority. In health informatics, 
simulations have been used to estimate the costs of using two 
types of wide-area networks across a province for linking physi-
cians and hospitals (McDaniel 1995), to estimate “the effects 
of increasing the percentage of medical orders that physicians 
enter directly into HIS upon medical errors arising from the 
processing of medical orders” (Anderson et al. 1988) and to 
assess the impact of implementing CPOE (Anderson 2005). 

Use of Computer-Based Simulations in Predicting the 
Impact of HIS
In our work, we have used computer-based simulations to model 
the impact of HIS and to support healthcare manager decision-
making. We have used data arising from clinical simulations 
involving technology (e.g., error rates obtained from an analysis 
of subjects’ interactions with systems) as input parameters to 
computer-based simulation models. We have thus linked 
clinical simulations to computer-based simulations in studying 
technology-induced error involving systems such as electronic 
health records and medication administration systems. In our 
research, data obtained from clinical simulations involving the 

study of humans interacting with a HIS, including the probabil-
ities of specific interface design features leading to technology-
induced error, were used to populate a computer-based model. 
Forecasts were then made about the number of errors that 
would take place over time in a large healthcare institution if the 
features of the interface remained the same and the system were 
implemented. In addition, we were able to determine the impact 
of correcting or changing specific interface design features upon 
error rates (Kushniruk et al. 2008).

Decision-makers can use this information to make decisions 
about software design and development, selecting those features 
and functions they wish to address. Furthermore, in cases where 
there is little opportunity to modify the design of a system, 
decision-makers can allocate additional resources to staff 
training and optimization of staff use of the system after imple-
mentation. In this way, the simulation is used to identify and 
solve problems prior to their real-world occurrence.

Figure 2 illustrates a computer-based simulation model 
developed by the authors (using the software simulation package 
STELLA®, isee systems, New Hampshire) that is based on 
results from studies involving human subjects in clinical simula-
tions and that predicts the number and pattern of errors that 
would arise from use of a handheld prescription writing device. 
(For a full description of the study, see Kushniruk et al. [2005].) 
The purpose of this model is to forecast the expected number 
of medication errors (“slips,” which are errors caught by users, 

and “mistakes,” errors not caught by users). The estimates used 
for the model variables are based on the empirical findings from 
Kushniruk et al. (2005). 

The decision points of the model use Monte Carlo experi-
ments to pass values of “1” or “0” through the model according 

Figure 2. Computer-based mathematical models of 
technology-induced error
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to the outcome of each experiment. For example, the starting 
point of the model (shown on the left), called “new Rx,” uses 
the empirical finding that physicians encountered a usability 
problem during the entry of a prescription 73 times over 89 
prescriptions (82%). The model thus passes a value of “1” to 
the next module 82% of the time, representing a new usability 
problem. At the next module, the usability problem was classi-
fied as either an “interface problem” or a “content problem”; 
these were found to occur 84% and 16% of the time, respec-
tively. Thus, this module conducted a Monte Carlo experiment, 
producing a “1” 84% of the time and a “0” 16% of the time. If 
a “0” is passed from the previous model, indicating no usability 
problem, then no further experiment is done at this module. 
These values work their way through the model, being acted 
upon by logic defined at each module, and result in the output 
as either “1” to represent the presence of a medication error or 
“0” to represent no medication error occurring.

Graphs and tables can be incorporated into the output of the 
simulation. A table, which can be exported into other applica-
tions such as Microsoft Excel for further analysis, is useful in 
tracking individual values through the model to validate that 
the logic was performed as intended. Graphs allow for a visual 
inspection of the output in real time. Figure 3 illustrates a graph 
over time of slips and mistakes for the prescription writing appli-
cation modelled in Figure 2. Such information can be used to 

inform decision-makers who are planning the implementation 
of HIS and devices in their organization.

Discussion and Summary
The practical implications of combining clinical simulations 
with “in the box” computer-based simulation are significant for 
healthcare administrators, who are increasingly being asked to 
use evidenced-based approaches to solving healthcare problems. 
In cases where costs or other reasons prevent healthcare admin-
istrators from implementing or evaluating HIS, clinical and 
computer-based simulations offer an alternative and provide 
insights as to possible implications of HIS upon the organi-
zation. Implementing HIS is a costly endeavour – there are 
costs associated with the design, development, customization, 
implementation and optimization of HIS and devices. Health 
informatics researchers have developed a range of methods 
for evaluating HIS, but many of these methods (e.g., ethnog-
raphy, observational research and interviews) have been used 
to evaluate the impact of unintended consequences of HIS 
after implementation. There is a need for a more proactive risk 
management–oriented approach. 

Terminology at a Glance
Clinical simulation: Simulations of clinical activities (e.g., 
medication administration) involving human subjects (e.g., 
doctors and nurses) using HIS and devices.

Health information systems (HIS): Information systems (such 
as electronic health records and medication order entry 
systems) designed to support healthcare activities, workflow 
and decision-making.

“In the box” computer-based simulation: Simulations that 
are computer-based and embody mathematical models.

Monte Carlo experiment: An experiment that obtains and 
displays a collection of simulation outputs for a stochastic 
model.

Risk management: A structured approach to identifying, 
classifying, controlling and monitoring risk.

Technological maturation: Advancement of an industry to the 
point where industry specific procedures and methods are 
developed for the design and evaluation of technology used 
in that industry.

Technology-induced error: Error that inadvertently occurs as 
a result of using a technology (e.g., medication errors that 
result from using a system).

User interface features: Aspects of a systems’ human 
computer interface (e.g., screen layout, menu items, scroll 
bars).

Figure 3. Simulation run showing frequency of errors 
(slips and mistakes) over time

If the impact of HIS is understood, 
healthcare decision-makers can implement 
corrective actions before implementing the 
systems, limiting or mitigating the risk of 
technology-induced errors.
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Researchers have developed clinical simulations as a 
method of evaluating the effects of HIS on error rates. 
These methods have provided insights as to the poten-
tial causes of these types of technology-induced errors, 
but there is a need to provide additional information to 
healthcare administrators regarding the impact of such 
errors at the departmental and organizational levels 
prior to systems development, procurement and imple-
mentation. If this impact is understood, healthcare 
decision-makers can implement corrective actions before 
implementing the system, limiting or mitigating the risk 
of technology-induced errors. Actions could include 
allocating human and financial resources to the redesign 
of some interface features, re-engineering processes 
linked to HIS and simplifying them, tailoring training 
and optimizing technology to prevent unintended conse-
quences associated with its use. This risk management 
approach determines a clear identification of risks of the 
system including adverse events, an assessment of their 
frequency, the cost impact for the organization and which 
risks are serious enough to control. Then controls can be 
designed and monitored for residual risks in HIS or a 
device. 

Risk management is well established in healthcare as 
a tool for accountability. Risk management policy should 
be expanded to include simulation as a risk control for 
downstream errors involving technology. If the risks 
identified from simulation are included in planning and 
policy, this will improve the implementation of HIS and 
institute an accountability structure that is acceptable to 
decision-makers. 
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