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ABSTRACT
Appropriate training data are a prerequisite for health Al tools. Policy makers,
clinicians and patients can assess the datasets used to train AI models as a practical
step in determining whom health AI tools are likely to benefit. Analyses of training
datasets can help prioritize which health Al fools fo validate and help identify where
changes are needed to improve the equity of health Al

Introduction

In their article in this issue, Kueper and
Pandit (2025) identify how data have contrib-
uted to advances and challenges for Al in
healthcare in Canada. For example, the
authors note how the availability of large
datasets led to advances in the data-centric Al
methods used today and include joint guid-
ance from the Food and Drug Administration,
Health Canada and the UK Regulatory
Authority that focuses on addressing issues
related to data in their Table 2. International
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guidelines for AI development and use relevant to
Canadian healthcare.

I argue here that even more emphasis on
training datasets is warranted because (1)
appropriate training data are a prerequisite for
Al (2) health Al tools cannot be expected to
work well for subgroups and individuals who
are grossly under-represented in training data;
(3) transparency about the data used to train
health Al models can help policy makers,
clinicians and individual patients understand

whom Al tools are likely to work for; and (4)
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analyzing the appropriateness of training data
is a practical step that can help prioritize
tuture validation work and improve the equity
of health Al tools in the long term.

Al Requires Alignment Between the Data, the
Objective/Task and the Model/Method
When I started work as the inaugural vice
president of Health Strategy and Partnerships
at the Vector Institute for Artificial
Intelligence, I was fortunate to learn a simple
way of understanding what is required for
machine learning from Vector faculty member
Graham Taylor. Graham explained to me
that machine learning Al requires align-
ment between (1) the data; (2) the objective
or task; and (3) the Al model or method
(Taylor, Personal communication, 2017).
Graham’s triad of alignment for Al resonates
with me, and with others who are accustomed
to making decisions based on data, probably
because the need for alignment between data,
objectives and methods applies to both Al and
traditional statistical methods.

Since the usual starting point for health
Al is a large dataset that has the potential to
be reused for public benefit, fulfilling the triad
of alignment for a health Al tool generally
entails choosing a model/method and objec-
tive/task that align with the data. For example,
if the objective/task is to have a human-
understandable prediction, alignment could be
achieved by choosing an interpretable Al
model (Vokinger et al. 2021). In contrast, it
may not be possible to achieve alignment, no
matter what Al model/method is selected, if
the objective/task is to have a health Al tool
that works for all subgroups of a population,
but the training dataset includes biased,
incomplete or incorrect information about
some subgroups (Gupta and Treviranus 2022).

An easy-to-understand example of this
kind of misalignment comes from research
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focused on Al tools for dermatology. Though
there are efforts to improve the representation
of people with dark skin types in dermatology
image datasets (ISIC 2024), most current
datasets do not include descriptions of patient
ethnicity or race or any information about
skin tone (Daneshjou et al. 2021; Wen et al.
2022), and dermatological Al models have
been reported to exhibit worse performance
for people with dark skin types (Daneshjou et
al. 2022; Fliorent et al. 2024). An editorial by
Tschandl (2021: 1271) sums up the problem
succinctly, “We cannot expect Al to work well
for rare disease variants or expressions of
diseases in different contexts if these cases are
underrepresented, or not included at all, in the
training set.”

Statistical Discrimination and Thresholds
Below Which Al Tools May Not Work for Some
Subgroups and People

This same sentiment is apparent in the
Accessibility Standards Canada’s (2024)
Accessible and Equitable Artificial Intelligence
Systems — Technical Guide. The Technical
Guide includes the concept of “statistical
discrimination” and notes that even when
people with disabilities are represented
proportionately in datasets, Al predic-

tions are often wrong or exclude them. This
happens because high error rates for minority
subgroups can be obfuscated when Al models
are focused on good performance for the
majority (Gupta and Treviranus 2022).

To mitigate the effect of statistical
discrimination, Figure 1 in the Accessible and
Equitable Artificial Intelligence Systems —
Technical Guide presents thresholds for when
and how Al tools should be used based on the
percentage of people, groups or communities
with a relevant attribute in the training data,
that is:
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* If the relevant attribute is present in more
than 50% of the training data, the Al tool
can be used with standard precautions and
monitoring.

¢ If the relevant attribute is present in less
than 50% but more than 20% of the train-
ing data, the Al tool should only be used
with human monitoring and oversight to
address inaccurate determinations.

* If the relevant attribute is present in less
than 20% of the training data, the Al tool
should not be used.

Acknowledging that the numerical values
of 20% and 50% would likely change based on
the context, risks and potential harms associ-
ated with an Al tool, the key point of the
thresholds is that some Al tools may not work
for minority subgroups, especially people who
are outliers in datasets because they have
multiple intersecting relevant attributes that
diverge from the statistical mean (Gupta and
Treviranus 2022). It follows that detailed
information about training data needs to be
available to help people decide if and how to
use a health Al tool.

... AI tools may not work for
minority subgroups, especially people

who are outliers in datasets ...

Transparency About the Datasets Used to Train
and Customize Al Models

Gupta and Treviranus (2022) identify two
broad approaches to transparency and audit-
ing of Al; one focuses on providing informa-
tion to domain and technical experts, and

the other focuses on providing information

to the people to whom the Al tools would

be applied. For the former, there are a grow-
ing number of resources to support experts in
assessing Al, including health research report-

ing guidelines (e.g., see EQUATOR Network
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2024) and tools to communicate information
about data and Al models (e.g., see Data
Nutrition Project n.d.; Nsoesie and Ghassemi
2024; Partnership on Al n.d.). However, if
information about training data is going to

be used to help policy makers, clinicians and
patients understand whom an Al tool is likely
to benefit, simple tools to communicate infor-
mation about training datasets to non-expert
audiences will also be required.

Fortunately, there is excellent work on
“Dataset Nutrition Labels” to build upon
(Data Nutrition Project n.d.), including an
example draft nutrition label for a large
health-related dataset (Data Nutrition Project
2023). While the primary audience for the
Dataset Nutrition Label is the data science
and developer community who build Al
models (Data Nutrition Project n.d.), it is easy
to imagine how learnings from dashboards,
decision aids and other health decision-
making tools could bring information about
Al training data to policy makers, clinicians
and patients.

For clarity, I am not suggesting that
analyzing and communicating information
about the representation of subgroups in
training data would be sufficient to assess
whether a health Al tool should be used, and
tor whom. For one thing, even if a training
dataset appears to adequately represent
minority subgroups, the labels or categories
established when the data were collected for
their original purpose may be misleading or
insufficient for the intended Al objective/task
(Gupta and Treviranus 2022). Second, it may
be possible to address under-representation in
training datasets through oversampling and
other techniques (e.g., see Daneshjou et al.
2022; Vokinger et al. 2021). Third, as noted by
Kueper and Pandit (2025), many health Al
risks and harms are not related to training
data, so “a simple checklist approach to
responsible Al will not be sufficient.” Still,
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analyzing training data can be a practical step
that tells us a lot about health Al tools.

Analyses of Datasets Should Help Prioritize
Future Work on Health Al Tools
For example, analyses of training data can help
with two key issues identified by Kueper and
Pandit (2025): (1) much work is needed to
make health Al tools generalizable and (2) far
more Al predictive models have been devel-
oped than are externally validated. Comparing
an Al model’s training data with the data at
a potential new implementation site can be a
first step in determining the likelihood that a
health Al tool will be generalizable to the new
setting. In addition, analyzing training data
can be a practical way to shed light on which
Al models are likely to be generalizable, and
therefore priority candidates for validation.
Training data can also clarify for which groups
and subpopulations it is possible to validate a
health AT tool.

In the short term, analyses of training data
may result in scoped-down objectives/tasks to
ensure that health Al tools are only applied to

groups who are adequately represented in
training data. In the longer term, such scoping
down would make it easier to identify equity
gaps in terms of those whom health AT tools
are benefiting. Information about gaps can, in
turn, help prioritize work to improve training

data and Al models so that health Al

becomes more equitable.

Conclusions

Just as we assess the appropriateness of data
when interpreting studies and analytics
performed with traditional statistical meth-
ods, we can learn a lot about whom health
Al tools are likely to benefit by analyzing

the datasets used to train health AI models.
Analyses of training data are not sufficient to
ensure responsible Al. However, presenting
information about training data in simple and
understandable ways can help policy makers,
clinicians and patients understand what
health Al tools can do for whom and inform
planning for investments in validation and
improvements in health Al equity.
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